MAS224, Actuarial Mathematics: Facts from Probability

Handout for Lecture 10 (28/1/02)

Notation:

P(A) = Probability that the event described by A occurs.
P(A|B)=Probability that A occurs given that B has occurred (conditional probability)

Note:

@ PAB)=CANE)

P(B)

(b) P(AUB)=P(A)+P(B)—PANDB), always.

(c) If Aand B are mutually exclusive, i.e. AN B = (), then P(AU B) = P(A) + P(B).
(d IfA; NAy=0then P(A; UAyB) = P(A|B)+ P(Ay|B).

(e) If AC B(.e. Aimplies B) then P(A|B) = igg;

() P(ANB)= P(A)P(B) ifand only if the events A and B are independent.
Cumulative distribution function (c.d.f.): Fx(z) = P(X < )

Two types of random variables:- discrete and continuous

Discrete random variables:
X takes on values from a discrete set {1, xo, . . .}. In this case the probability distribution
is normally described by the p.m.f. 2 — P(X = z}) and Fx(z) = > P(X=uxy).

T <x

Continuous random varaibles X :

There exists a continuous function fx (), called probability density function (p.d.f.), such
that

® Fule)=P(X <2)= | falu)du,
The c.d.f. Fx(z) and p.d.f. fx(z) for a continuous r.v. X are related via -L Fy (z) = fx(x)

which holds at every x where the derivative exists.

+oo
The p.d.f. is non-negative and integrates to 1, i.e. [ fx(z)dr = 1. It is common to show

fx (x) only for those values of = where this function is not zero, i.e. the range of X.



Note:

(hy PX>z) = 1-Fx(x), (holds always, follows from P(X > z) + P(X < z) = 1)
= > P(X =ua) (fXisadiscreter.v.)
Tp>T
+o0o
= [ fx(u)du. (if X is a continuous r.v.)

i) Plr<X<y)

Fx(y) — Fx(z); (holds always)

> P(X =ux) (f X isadiscreter.v.)

<z <Y
y
= [ fx(u)du. (if X is a continuous r.v.)
In particular, for continuous X:
d
~ %Fx(x) X h, for small h,

The latter relation can be used to give an alternative definition of continuous type random vari-
able. We can say that X is continuous type if there exist a continuous function fx (z) such that
the probabilities P(x < X < x + h), for all z, can be approximated for small values of h by

() If X is a continuous random variable then

P($1<X§$2):P(l’1SXS%Q):P(.Tl§X<IE2):P(.T1<X<.I'2)

Expected Value of X:
E(X) = Y o, P(X =xy), if X isadiscrete random variable;
Tk,
+o0o
= [ wfx(u)du,  if X isa continuous random variable.
Note: E(aX +bY) =aFE(X)+bE(Y)

Variance of X (mean quadratic deviation from F/(X)):
var(X) = E(X - E(X)P) = E(X?) - [E(X)]?

Note: var(aX + bY) = a?var(X) + b*var(Y)+2abcov(X,Y), where cov(X,Y) =
E([X — E(X)][Y — E(Y))]) is the covariance of X and Y. If X and Y are independent then
cov(X,Y) = 0 and var(aX + bY) = a? var(X) + b? var(Y).



Conditioning a random variable X by the event X > t.

If X is a continuous random variable and ¢ belongs to the range of its values, then sometimes
we need to know the conditional distribution of the random variable X — ¢ given that X > ¢.
This conditional distribution can be described by the conditional c.d.f.

def.

F(X—t)\(X>t)(3) = P(X —t < S|X > t)
= Pt<X<t+sX>t)

To follow the last equality, note that the event that X — ¢ < s is the same as X < ¢ + s, and
also, the conditional probability of X < ¢ given that X > ¢ is zero, i.e. P(X < ¢|X >t) = 0.
Thus, by property (d),

P(X—t<s|X>t) = P(X<t|X>t)+P(t< X <t+s|X>t)=P(t <X <t+s| X >1).

The conditional probability density function f(x_)x>¢ of the random variable X — ¢ condi-
tioned by the event X > ¢ can be found by calculating P(s < X —t < s+ h | X > t) for small
h and non-negative s:

f(Xft)\(X>t)(3) X h = P(S < (X - t) <s+h | X > t) [by (1)]

_ Pl <1§X tj; +h) [by (a) and (¢)]
P(s+t< X <s+t+h)
P(X >1)
fx(s+1t) xh
P(X>t) "’

Q

[by (1]

Obviously f(x_ux>t)(s) = 0 for negative s. Indeed, if s < 0 then the events s < (X —t) <s+h
and X >t are disjoint for all sufficiently small h and P(s < (X —t) <s+h| X >1t) = 0.

Therefore

- fx(8+t) . fx(5+t)

& fopieen(s) = P(X >1t)  1—Fx(t)

if s > 0 and f(Xft)\(X>t) (S) =0if s < 0.

The conditional expectation of X — ¢ given X > t is denoted by E(X — ¢t|X > ¢). This is
the expected value of X — ¢ with respect to the conditional distribution given by the conditional

p-df. fox—pxse(8):

o

) B =X > ) = [s fix gjxn(s)ds

0

_ Joos fx(s+1t)ds _ [T (u—1) fx(u)du
P(X >1t) P(X >1t)




Examples of distributions:

1. Bernoulli distribution (discrete-type): X ~ Bernoulli(p),

X takes on either 1 or O (success or failure); P(X=1) =p, P(X=0) =¢; p+q=1;
E(X) =p, var(X) = pq

2. Binomial distribution (discrete-type): X ~ Bin(n, p),

X takes on the values 0,1,2,...n; P(X=k)= Cipr¢" %, k=0,1,...,n;p+q = 1;
E(X)=np, var(X) =npq

If X, Xs,...X, are mutually independent and X; ~ Bernoulli(p) for all j then

Xl +X2 + .. Xn ~ Bln(n,p)

3. Uniform distribution on [0, 1] (continuous-type): X ~ Uniform|0, 1],
X can take on any value between Oand 1; P(a < X <b)=b—aforany0 <a < b < 1.
p.df: fx(x)=1ifz €[0,1] and fx(z) = 0 otherwise.
E(X) =121, var(X) =1
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4. Exponential distribution (continuous-type): X ~ Exp(}\),
X can take on any non-negative value;
pdf:  fx(z)=Xe ™ ifz > 0and fx(z) = 0 otherwise
cdf: Fx(zr)=1-e*ifx > 0and Fx(x) = 0 otherwise
, var(X) = 55

If X ~ Exp()) then the conditional distribution of X — ¢ given that X > t is also Exp()).
Indeed,

fx(s+t) _ fx(s+1t) _ AeeH

Jox-oiecols) = P(X >t) 1-Fx(t) e
= XM= fx(s) s, t > 0.

Also, if X ~ Exp(\) then P(X —t > s|X >t) = P(X > s).



